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I Document-level Event Argument Extraction

B Transforming the large amounts of

Event type: movement.transportperson.preventexit

unStruCtured teXt on the Internet lnto Inside the house, the FSB special forces detained 53 young men,

Structured event l(nowledge iS a Critical, at least one of whom was promoting the Islainic State terror group

online. 50 + deftained , explosives found in illegal prayer hall in

yet unsolved goal of NLP, especially when

southern Russia. April 29, 2016 According to an FSB source, the

series

addreSSIHg document_level text. <tgr= arr%}ﬁ@fr illegal prayer hall triggered a
“house Tatds, which helped uncover more explosives,

handgins, grenades and ammo. The same source said other known
Destination ) '
membpers of that particular Salafi community are currently fighting

® Document-level EAE is the process of in Syria for the jibadists.

extracting informative event kernels from
Figure 1: An illustration of document-level EAE task.

d document, which benefits many Trigger words are included in special tokens <tgr>.

downstream appll cation s, e.g., IR, Q A, Underlined words denote arguments, and arcs denote roles.

and event graph reasoning.



I Retrieval augmentation in NLP

B Retrieval-augmented methods have recently been successfully applied to NLP
tasks, e.g., DRG, MT and IE, which allows models to:

explicitly acquire prior external knowledge in a non-parametric manner, leading to great
flexibility.

- regard the retrieved reference instances as cues to generate text and learn by analogy.

B These retrieval-augmented methods use similarity-based retrieval, which bases

on a simple hypothesis:

the more x,. (retrieved demonstration) resembles x (original input), the more likely y,.

(demonstration label) resembles y (input label), so it will help the generation.

« Intuitively, similar input results in similar output for most tasks, e.g., in language modeling,
“Dickens is the author of ” and “Dickens wrote” will have essentially the same distribution
over the next word.



I However

® In document-level EAE, x, resembles x cannot guarantee the equivalent
distribution of y,. and y in label space:

only a few words are event arguments, while other distracting context can mislead

similarity-based retrieval and cause demonstration label y,. deviate from input label y.

« predict argument entity & the correspondence between arguments and roles, which makes

it challenging to find a demonstration with an identical event label to the original doc.

B This raises an interesting question:

 since document-level EAE doesn't satisfy the hypothesis of similarity-based retrieval,

how do we design the retrieval strategy for document-level EAE?
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I Explore various retrieval settings for DocEAE.

II.

II1.

If similar documents cannot guarantee the same distribution of event
labels, does it make sense to pursue x,. to be similar to x in retrieval

process?

Since the essence of the above hypothesis is to pursue y,. resemblesy, _ Setting 2

why don't we directly retrieve y,. similar with y as the reference?

We want a demonstration that has equal distribution with original :
— Setting 3

document in both input and label space, how should we do?

Intuitively, it is impossible to retrieve the ideal demonstration in discrete space,

so we sample a cluster of pseudo demonstrations in continuous space instead.



I Overall Structure
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Figure 2: An illustration of our proposed three retrieval-augmented DocEAE.

Backbone: Ts.



I Setting 1: Context-Consistency Retrieval

® Why?

Since similar documents cannot guarantee the same
distribution of event labels, Setting 1 aims to answer

whether it makes sense to pursue x,. to be similar to x

. . [ Input Sequence (e5x) ]
in the retrieval process. !
query @ X
L HOW? (Ptrain) (r) o . ] Encoder
Trainjng —_— —>» Encoder — > ¢
- Given a query document x, we retrieve the instance o Decoder
document x,. from the training corpus D;.4in that is " Target Sequence 5 }

the top-k relevant to the original input document, as (2) Context-Consistency Retrieval-Augmented DocEAE

discrete demonstrations d.

«  Forretrieval, we use S-BERT to retrieve semantically

similar documents x,- € D¢,4in.



I Setting 2: Schema-Consistency Retrieval

® Why?

« To explore whether conditioning on the label space
contributes to performance gains, setting 2 satisfies

event schema consistency and aims to alleviate the

. . [ Input Sequence (e3%) ]
difficulty of learning the complex event pattern of y.
. HOW? (Dirain) Ret;rieved Lﬂb.El (yr) e - ;l-d— h Encoder
Training > —> Encoder —————> l
Given the event label y of input as query, we retrieve o Ctopk Decoder
. . . query :y
(also via S-BERT) the instance label y,. that is the top- " Tacget Sequence (i) }

k relevant to the input label from the training corpus (b) Schema-Consistency Retrieval-Augmented DocEAE

Dtrain-
During the inference, the query is the event schema e

of test sample.



I Setting 3: Adaptive Hybrid Retrieval

® Why?
+ To find the ideal demonstration that has equal distribution with original doc in both input and
label space as depth cues to guide the model and improve its analogical capability.
® How? Retrieve and Sample

«  Given an document x, we first retrieve top-k helpful documents from Dy,.4i,- Conditioning on k
discrete demonstrations, we adaptively determine k event semantic regions in continuous space for

each training instance. Then we sample k pseudo demonstrations from k event semantic regions.

Input Sequence

[;ransport?ersou Preventer Transporter Origin Destination [SEP] .... the FSB special forces detained 53 young men. .... the <tgr> arrests <tgr> made at_the illegal prayer hall ... in Syria (e; x) ]

(he, hy) ¥
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Training ———— — L , aussian l
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corpus === Wy 0| A T eedeed® ;
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Target Sequence v
[_the FSB [Preventer] 53 young men [Transporter] the illegal prayer hall [Origin] Syria [Destination] (y) ]

(c) Adaptive Hybrid Retrieval-Augmented DocEAE



I Setting 3: Adaptive Hybrid Retrieval

B Event Semantic Region

«  We treat points in the event semantic region as the critical states of

event-semantic equivalence.

«  We first determine the adjacent region of doc and event schema by

setting their adjacent radii (the orange circle and purple circle in Fig 3).

«  Then define the intersection of their adjacent regions as an event
Figure 3: The geometric diagram
of the proposed Gaussian
accurate variants in consistency with original context and event sampling. h,, h, and hy are the
representations of event schema,
document and discrete

«  Here we have k discrete demonstration embeddings h, for k adjacent demonstrations. We sample
pseudo demonstrations from
event semantic region (the light
blue intersection).

semantic region (the light blue region in Fig 3), which describes

semantic meaning.

radii r, which determines k event semantic regions.

B For each event semantic region, we perform the following

Gaussian sampling.



I Setting 3: Adaptive Hybrid Retrieval

B Gaussian Sampling

we construct a novel sample v = h, + w©b from light blue region as a

pseudo demonstration, the bias vector b = h,, — h,.

The goal of sampling strategy turns into find a set of scale vectors,

. 0
iew€{w® 0?, .  0®}o®e@- %, 1). Intuitively, we can assume

that w follows a distribution with Gaussian forms, formally:
N0
) 1-—- R +1
wO~N (———— diag(W}))

Since sampling is a non-differentiable operation that truncates the

gradient, so here we use a reparametrization trick:

7

. 1
w® =y +e-0, where e~V (0,1),u = %, o = diag(Wy?).
We finally sample k pseudo demonstrations v from k event semantic

regions to augment the text generation, that is v = {vV,v®, . v®}.

Algorithm 1: Gaussian Sampling

Input: The embeddings of schema, document and
discrete demonstrations, i.e. h., h, and
ha = {hdtl), hd(i), hd(k)}

Output: A set of pseudo demonstrations

v = {V“),V(?): ...:V(k)}
1 Normalizing the importance of each element in

T _T .. _ _ Ibl-min(b]
b =hx —he: Wr = omr=tien

> whilei < (k—1) do
3 iei+1
o | = —h{|,R = |[h —he||
Use reparametrizetion to calculate the current
scale vector: “
O, (%: diag (Wf)).

6 First sample a noise variable e from A(0, 1)
7 Then transform it to w® = i+ € - o, where
p=1-— T“;"R,a = diag(W?).
8 Calculate the current sample:
v =h.+w ob
9 v vuv®
10 end
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